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Abstract. Corporate knowledge management in science and engineering-intensive organizations
involves tasks such as standard generation and evaluation, comparison of related cases and experience
reuse in their treatment, and the ability to rapidly retrieve all relevant documents around a certain
topic or project even if this project has extended over years or decades. No single information
retrieval technique is likely to adequately deal with such tasks independent of the specific situation. In
this paper, we therefore present a modular approach that allows a variety of techniques from
clustering, exploitation of semantic structure knowledge, and visualization to be used in the handling
of technical document collections for knowledge management purposes. Usable implementations
exist for large parts of the approach. Two real-world usage experiences with projects in the chemical
engineering and medical domains provide initial evidence for the value of the approach.

1� Introduction

Information retrieval is a central research topic with still increasing relevance in the context of a global
knowledge and information society. In times where specific information is of highest value for enterprises
or organizations and knowledge becomes the most important production factor, techniques enabling an
adequate access to information play the role of a key technology for an appropriate management of
knowledge.

The identification and analysis of knowledge available in an enterprise is a key element of knowledge
management. Often not the lack of knowledge sources in a company is a problem, but the flood of
unstructured information [28]. Information technology (IT) in combination with human resources offers a
hybrid solution towards an effective management of knowledge: IT can support experts in detecting
“hidden” knowledge as well as structuring and condensing existing knowledge sources. Even more, IT
can be seen as an “enabling technology” to build an organizational memory in a collaborative working
environment [4].

Corporate knowledge can be contained in many of a company’s documents. For example, consider
engineering-intensive organizations like the chemical industries. Here, management documents,
requirement definitions, technical guidelines or manuals of chemical plants contain important information
about the company’s goals or issues regarding configuration and maintenance of machines. An important
element in the mosaic of knowledge identification is to obtain a structured overview of such documents
available within an enterprise: Which and how many documents are concerned with which topic? What
relationships between documents exist? Information retrieval systems limited to query interfaces are not
sufficient to offer an adequate support. In general, it is hard or even not possible to state appropriate
queries and to post-process the results in a way that provides the user with an overview about the existing
material. Thus, developing automated semantic structuring methods for document collections becomes an
important topic.

The different types of documents which are relevant in this context require an appropriate handling for
gaining a reliable overview. The spectrum reaches from semi-structured documents like requirement
definitions to knowledge intense texts like scientific document abstracts. Therefore, it is necessary to
define a modular approach towards a semantic structuring which is able to meet the special needs of every
specialized document collection interesting in a particular knowledge management task.

Such a framework has to address two basic demands: First, it has to allow the integration of adequate
semantic criteria for assessing inter-document similarity. Second, the inherent structure of the collection
induced by the similarity information has to be detected and visualized for providing an expressive user
interface. We will adapt the concept of ‘semantic document maps’ for presenting the collection’s
structure.



2

1.1 Related Work

Relating to the application of semantics there is a wide spectrum of models developed in information
retrieval research. For some classes of documents, e.g. requirement definitions, methods like the well-
known vector space model (VSM) [29, 32] provide good results. The VSM compares term vectors
according to their similarity, e.g. by applying a cosine measure. The term vectors consist of real-valued
components describing the weight of the corresponding terms of the indexing vocabulary. An attempt to
improve the performance of this model was made in [9], where ‘latent semantic indexing’ is introduced.
This approach considers the correlation structure of terms and documents in order to obtain a more
reliable indexing of documents.

For assessing the degree of similarity of other document types, such as management documents or
scientific document abstracts, it is not sufficient to consider only syntactic aspects of the texts. In the
context of more specialized document collections elaborated knowledge-based approaches become
important. Improvements here include the use of thesaurus based approaches [7] or even retrieval models
based on terminological (or description) logics [25, 33]. The latter approaches allow the definition of
concepts and relationships between concepts in order to express background knowledge and thus to
incorporate explicit semantics into information retrieval. Two examples of domain specific methods of
semantic retrieval are [5], where a system for searching in usenet newsgroup files is introduced and
discussed, and [14], dealing with semantic software retrieval.

The second research area deals with structuring a document collection and visualizing the result. Here
the main idea is to detect document clusters where the objects (documents) within the clusters are very
similar regarding a certain measure of similarity. The basis for this approach is the cluster hypothesis by
van Rijsbergen [30] which states that ‘closely associated documents tend to be relevant to the same re-
quests’. A method of accessing documents based on clustering is proposed in [8]. The main idea of this
so-called scatter/gather browsing is to provide an iteration of two steps for browsing through a document
collection. In a first step documents are grouped according to dominant key words (scatter phase). The
user then can chose interesting groups which are combined afterwards (gather phase). These phases are
repeated until the user switches to a focussed search. Scatter/gather allows a dynamic structuring but the
criteria for grouping the documents are very superficial. Furthermore, there is no intuitive representation
of the documents’ relationships. In [1] a combination of document clustering and visualization is
proposed which aims at a better identification of relevant documents in query result sets. The basis for
this approach is the vector space model. Using the cosine measure the similarity of all pairs of documents
from the top ranking list of the result set is calculated. This relationship is then visualized in a 2D or 3D-
space and leads to a so-called ‘document map’ [36]. The concept of  ‘semantic maps of documents’ has
also been addressed in several papers which use self-organizing feature maps (SOFM) [19] as a basis for
clustering and visualization. A very promising approach is [22] which uses a SOFM in order to generate a
map of documents where documents dealing with similar topics are located near each other. The
similarity measure uses statistical information about short word contexts. In [24] a SOFM is used to order
documents according to key terms extracted from document titles.

The approaches discussed are concerned with information retrieval issues in a general setting. They do
not consider the requirements of special scenarios: Whereas documents containing semi-structured
requirement definitions can be handled using simple statistical models, more sophisticated methods like
knowledge based retrieval have to be applied when dealing with management documents or scientific
document abstracts. In contrast, we propose a modular model for gaining a semantic structuring of
specialized document collections which enables the incorporation of different levels of background
knowledge in order to overcome the shortcomings of the ‘isolated’ approaches. As an interactive user
interface we adapt the idea of ‘document maps’. Furthermore, a concrete realization of the model will be
presented. We discuss the use of suitable retrieval models in two examples and show how they fit into the
framework for producing a semantic arrangement. The first example is concerned with so-called ‘use
cases’ (documents from the field of requirements engineering), the second deals with medical document
abstracts (cf. [2, 3]) . A case study presenting the results of a semantic structuring of use cases will show
very promising results regarding its quality and usability.

1.2 Paper Organization

The next section discusses the notion of ‘semantic structuring’ in more detail and presents an appropriate
interaction paradigm which allows a fruitful exploration of document collections. Section 3 introduces the
proposed modular approach, section 4 presents two examples of specialized document collections along
with their special requirements and adequate models for measuring the documents’ similarity. The
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following sections are concerned with detecting and visualizing the inherent structure of the collection. A
case study completes the technical considerations before future research will be discussed.

2� Semantic Structuring and ‘Document Landscapes’

An abstract and merely logical view of a semantic structuring of specialized document collections is
presented in figure 1: A previously unarranged set of documents from a pre-selected collection, e.g. a
thematically focussed branch of an enterprise digital library or documents categorized by a common set of
metadata, is structured considering the document semantics adequately. This results in grouping similar
documents and in pointing out relationships between the groups. Thus, the inherent structure of the
collection will be worked out.

Figure 1: Logical view of a semantic structuring

Supplemental to a semantic structuring an interactive and intuitive interface is necessary which
presents the structure and allows some interaction for exploring it. In this work we propose the approach
of producing a ‘landscape of documents’ visualized in a semantic document map which expressively
presents the structure of the document collection. Figure 2 shows our concept of a semantic document
map and its interactive features.

Figure 2:  Interaction with a map of documents

The semantics of this map can be described by a metaphor of “mountains and valleys”: The documents
of the collection are represented as points in the map. Similar documents – according to the similarity
measure used during the analysis of the document collection – are grouped as neighbored points located
in common bright shaded areas. These areas or “valleys of similar documents” are separated by dark
borders or “mountains” representing the distance between document groups. The darker the color, or the
higher the “mountain”, the more dissimilar are the separated groups of documents.

To characterize each group of documents field descriptions can be generated. This can be done, for
example, by merging the most relevant key terms of the document set under consideration using the
SMART indexing model [32].
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For interacting with the map the user can mark an area and zoom into the specified filed. The
documents within the fields are described by their titles. By clicking on a point in the map the user
receives the corresponding document. In addition to browsing through the map a query interface can
highlight relevant documents with respect to an explicitly formulated information need. The retrieval
value for each document regarding the query can be represented by different color shades.

The interaction paradigm described here allows the user to browse through the documents
interactively. Thus, he or she can explore the collection and learn about the inherent structure of the
corpus, i.e. identify relationships between documents and between groups of documents. The benefit
coming along is twofold: First, the user’s information need can stepwise be refined with respect to the
information available. Furthermore, the user can retrieve relevant information regarding information
needs which are hard to express by an explicit query. The second advantage is that besides using the
structuring as an information retrieval interface the semantic document arrangement supports the process
of analysing and condensing the enterprise knowledge contained in the documents.

3� A Modular Approach for Gaining a Semantic Structuring

In this section the modular approach for gaining a semantic structuring of specialized document
collections will be presented. The idea of developing such a modular scheme is that a concrete realization
of a semantic arrangement has to meet the special requirements of each collection and application under
consideration. This includes both capturing the semantics of the collection and presenting the result of the
structuring process. The similarity of requirement definitions or technical manuals may be relatively easy
to assess due to the use of specialized key terms and phrases whereas management documents are more
sophisticated to compare against each other. At the knowledge intense end of the spectrum medical
document abstracts can be found, for example. Depending on the application context different needs for
interaction and presentation may arise. Thus, it should be possible to combine different techniques of
information retrieval and varying visualization approaches. We now describe on a logical level the
elements leading to a semantic structuring and its visualization. Figure 3 presents two logical units and
their interface. The first component is concerned with analysing the collection, i.e. with capturing the
documents’ semantics and defining their relationships. Based on an appropriate indexing scheme a
measure of similarity has to be defined. Depending on certain stylistic features of the documents and
matters of content it has to be decided whether simple and common retrieval approaches are sufficient or
whether more elaborated and specialized methods have to be applied.

Figure 3: Conceptual scheme

As pointed out in the introduction, there are many different methods suitable for comparing specialized
documents, ranging from syntactical and statistical to logic-based approaches. The indexing models cover
numerical as well as symbolic approaches. Thus, for detecting the inherent structure of a collection in a
general setting the indexing schemes of the documents cannot be used directly due to their different
nature. Instead, the spatial information which can be extracted from the similarity values of each pair of
documents can be used as an interface between the ‘analysis’ and the ‘structuring’ component (cf. section
5). This ‘semantic space of documents’ enables the use of different methods from data mining (cf. [12])
for detecting structures of high-dimensional spaces. Visualization techniques can be adopted from the
field of data mining, too (see for example [17]). Which of them are suitable in an information retrieval
environment will be a topic of future research.

The next sections introduce a concrete ‘instance’ of the framework proposed. We present methods for
assessing the similarity of two exemplary specialized document collections, discuss the problem of
generating the ‘semantic space of documents’ and use a neural network to analyse and visualize the
structure of the document collection.

Analysis of Collection

•� semantics of documents

•� indexing

•� similarity of documents

Structuring Collection

•� analysis of document space

•� document relationships

•� visualization
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4� Assessing the Similarity of Documents

In this section retrieval models suitable for two exemplary document collections will be presented. The
first collection contains requirement definition documents from software engineering. It turns out that
these documents can be handled using the vector space model. The second corpus contains medical
document abstracts. This collection needs a more elaborated retrieval model which is based on a fuzzy
terminological description language.

4.1 Use Cases

In object-oriented software engineering documents called ‘use cases’ are produced during the analysis of
requirements. These documents are an essential part of the Unified Modeling Language (UML) and
describe processes and situations of using object-oriented systems. Formally, use cases are semi-
structured narrative texts which introduce the way an external actor uses a software system to complete a
certain process. They are no formal specifications but imply requirements by presenting usage scenarios
[23]. A semantic structuring of the use cases created in a project can help in gaining more insight about
component relationships and redundancies. Thus, semantic structuring turns out to be an important factor
for the knowledge management process in software engineering.

Figure 4 shows two simple examples of use cases from the CAPE-OPEN1 project (cf. section 7). The
‘description’ part contains text describing the actor’s behavior. It can be observed that the linguistic style
is simple: The texts present a process by describing the actions chronologically. Actions and objects are
clearly pointed out by using unequivocal terms and key words. These characteristics allow the application
of simple statistical information retrieval models for assessing the similarity of the documents.

Figure 4: Use cases as used in the CAPE-OPEN project.

The model used here is the well-known vector space model. The documents are described by means of
numeric term vectors which consist of indexing term weights. To sketch the calculation of description
vectors for the documents briefly: After eliminating common words like conjunctions, articles and other
insignificant terms from the documents the remaining terms are reduced to their stems by using the Porter
stemming algorithm [27], for example. The resulting set of terms T =def { t1,...,tn} serves as the indexing
vocabulary. In term vectors v =def {v1,...,vn}, vi ∈ IR, each component vi corresponds to a term ti ∈ T and is
called the term weight of term ti. These weights can be simply the term frequency tfik of ti in document k
or, more elaborated, the SMART weight of ti. The latter is calculated as

vi =def tfik ⋅ idfi,

                                                       
1 CAPE-OPEN is a world-wide effort of the chemical industries, vendors and research institutes to standardize interfaces for an

open simulator environment, funded by the European Comission.
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where idfi is the inverse document frequency of ti in the collection, i.e.

idfi =def log (N / ni)

with N denoting the number of documents in the collection and ni the number of documents containing
ti. To compensate the document length the description vectors should be normalized after calculating the
weights. Thus, every component vi is transformed to vi’  with

vi’ =def vi / |v|,

where |v| denotes the length of the description vector v. The similarity of documents k and m can now
be defined as the cosine of the angle between their corresponding description vectors vk’ and vm’ ,
according to the heuristic that similar documents have description vectors pointing to similar directions.
Thus, the similarity σ(vk, vm) of the documents k and m is defined as the inner product of the normalized
vectors vk’  and vm’ .

4.2� Medical Document Abstracts

To assess the similarity of medical document abstracts more elaborated techniques have to be used. There
are some fine-granular differences in the meaning of certain key terms (e.g. tumour, cyst) that can hardly
be captured by applying thesauri. Furthermore, disciplines like medicine are characterised by a certain
‘vague’ notion, e.g. ‘high aged person’, ‘very high relative risk’ (see example below). We use a multi-
valued terminological logic [38] in order to take linguistic vagueness, inherent in the medical termi-
nology, into account and to support the concept of similarity in an adequate way.

The next section presents our approach for describing the documents. This description has to be
powerful enough to serve as a basis for a knowledge based comparison of documents. After that we
sketch the process of indexing the abstracts which requires some natural language processing. Finally, we
introduce a knowledge based measure of similarity for comparing the indexed documents.

4.2.1 Representing Medical Abstracts
Terminological knowledge representation systems [26] are very expressive and semantically sound.

They offer an excellent basis for comparing texts in a knowledge based manner. This section shows how
these formalisms can serve to measure the similarity of texts.

Due to the vague notion inherent in the medical terminology, medical facts cannot be adequately
expressed using a crisp logical representation. This implies that classical description logic based systems
are not suitable for this kind of knowledge. There are only a few approaches dealing with representation
of vague knowledge.  In [35, 43] a term subsumption language is extended using concepts of many-
valued logic. In the context of vagueness inherent to medical terminology both approaches are not
sufficiently expressive. [43] uses multi-valued predicates only on the level of atomic concepts, [35] lacks
the possibility to express linguistic hedges [45].

In [38] basic concepts of a more expressive representation language and fundamental patterns of
reasoning for vague concepts are introduced. The proposed system is a terminological one, which means
that it consists of a formalism called TBox for defining concept knowledge, and a language for filling the
concepts and their relations with real world objects. The latter formalism is an assertional component
called ABox. Table 1 shows an extract of the formal syntax and semantics of the TBox formalism. The
notion of classical hybrid systems is extended by the introduction of the so-called VBox which serves to
define vague attribute values. Those attributes are represented as fuzzy sets [44] on a concrete domain.
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Table 1: An extract from the formal syntax and semantics of the TBox formalism

Syntax Semantics

C1 ≤ anything Introduction of the primitive concept C1 as a subset of the universe of discourse,
denoted by ∆C :

Inc[C1, ∆C] =def 1,

where Inc: )(∆) × )(∆) → [0,1] denotes a fuzzy inclusion, e.g. Lukasiewicz’s
inclusion, and )(∆) =def {Φ | Φ: ∆ → [0,1]}.

C1 ≤ T or C1 := T Introduction of the defined concept C1 (necessary or sufficient condition,
respectively) where CT denotes the concept defined by the Term T:

Inc[C1, CT] =def 1.

R: C1 × C2
Introduction of role R as a fuzzy binary relation between the two fuzzy concepts C1

and C2, R: C1 × C2 → [0,1], with

µR(x,y) =def 
≥ ∧
=





� ������ �LI� �[�� ! ��� � �\�� ! ��

������� �RWKHUZLVH�

&� &�� µ µ

CON: C1 ∗ G[C1] Introduction of the feature connection CON between the concept C1 and the concrete
fuzzy set domain G[C1] of this concept, CON: X → )(G[C1]), where X =def { x | x ∈
∆C1  ∧ µC (x) > 0 } denotes the instances of C1.

¬C1 The concept operator ¬ calculates the negation of a concept. We use the
Lukasciewicz negation : ∀ d ∈ ∆C1: µ¬ (d) =def 1 - µC1 (d)

C1  ...  Cn

C1 ï ... ï Cn

The concept operator  (ï) combines a finite number of concepts C1, ..., Cn using a
T-norm τ  (co-T-norm σ):

∀ d ∈ ∆C: µand (d) =def τ (µC1 (d),..., µCn (d)) or
∀ d ∈ ∆C: µor (d) =def σ (µC1 (d),..., µCn (d)), respectively.

restrict (CON,F1) Restriction of possible attribute values of a feature connection CON to the attribute
value F1. CON(d) denotes the feature value of d assigned by the feature connection
CON:

∀ d ∈ ∆C: µrestrict (d) =def Inc[CON(d),F1]

The language proposed in [38] can be used for indexing medical abstracts. To illustrate this, consider
the following example taken from an abstract of the Journal of Clinical Oncology2:

(1)� Patients who survive Hodgkin’s disease at a young age are at very high relative risk of subsequent
malignant neoplasms throughout their lives.

To keep the example simple, assume the following alternative sentence:

(2)� High aged patients surviving  cancer are not very likely to bear subsequent diseases.

                                                       
2 The journal of clinical oncology is © by the American Society of Clinical Oncology. A number of abstracts from

this journal is available at http://www.jcojournal.org.
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Figure 5: Visualization of vague features

Table 2: Indexing texts using ABoxes. The asterisks indicate that the corresponding strings relate to objects. The
double colon (::) marks object introductions

Abox A1 for Sentence (1) ABox A2 for Sentence (2)

HODGKIN_DISEASE* :: LYMPHOGRANULOMATOSIS

NEOPLASM* :: DISEASE
PATIENT* :: HUMAN ; RISK* :: RISK

AGED (PATIENT*, YOUNG)
SURVIVES (PATIENT*, HODGKIN_DISEASE*)
RELATED_WITH (PATIENT*, RISK*)
HAS_INTENSITY (RISK*, HIGH)
RELATED_WITH (RISK*, NEOPLASM*)

DISEASE* :: DISEASE

CANCER* :: CANCER
PATIENT* :: HUMAN; RISK* :: RISK

AGED (PATIENT*, OLD)
SURVIVES (PATIENT*, CANCER*)
HAS_FORM (DISEASE*, SUBSEQUENT)
HAS_INTENSITY (RISK*, LOW)
RELATED_WITH (RISK*, DISEASE*)

The two sentences can now be represented as follows. The fundamental conceptual knowledge has to
be defined in the TBox, which contains at least the following concept and role definitions and feature
connections:

•� Primitive concepts "HUMAN" and "RISK" have to be introduced. Furthermore, the concept
"LYMPHOGRANULOMATOSIS" as a sub-concept of "CANCER" and "DISEASE" must be defined.

•� Necessary roles to be defined include SURVIVES: HUMAN × DISEASE as well as RELATED_WITH:
ANYTHING × ANYTHING.

•� To associate concepts with vague attributes, feature connections like AGED: HUMAN *
AGE[HUMAN] and HAS_INTENSITY: PHENOMENON * INTENSITY[PHENOMENON] are necessary. The
feature connection HAS_FORM: DISEASE * FORM[DISEASE] associates diseases with (not
necessarily) vague attribute values.

Some vague features defined in the VBox are shown graphically in figure 5. Medical abstracts can be
seen as concrete knowledge about objects of the real world and are thus represented in terms of an ABox
as demonstrated in table 2. To summarize, we use a terminological knowledge representation system
which enables vague concept interpretations, allows relationships with uncertain structure between
concepts and introduces vague features. The background knowledge is implemented using the language
provided by the TBox for concepts – which may be defined as vague ones  – and the VBox for vague
features, respectively. The ABox formalism is used for indexing the abstracts. An alternative to the
language used in this section may be [39] where a sound and complete subsumption algorithm for a
similar expressive knowledge representation language is introduced.

4.2.2 Indexing Medical Abstracts
One key problem is how to extract relevant information (concepts and instances) from a textual source, in
this case medical abstracts that are written down in medical terminology. Overall, this problem belongs to
the complex domain of natural language processing (NLP). An interesting idea of how to connect
knowledge representation with language processing is originated by [42] and was adapted in [40]. The
latter work presents a medical terminus parser, i.e. a parser which copes with specific characteristics of
the medical terminology (medical findings in the example used in the cited paper). This special NLP
method is characterized by
D�� D�PRUH�ZHLJKW�FDUU\LQJ�VHPDQWLF� FRPSRQHQW� LQVWHDG�RI� D�YHU\� HODERUDWHG� V\QWDFWLF� FRPSRQHQW��7KH

LQSXW�LV�YHU\�RIWHQ�ZUDSSHG�LQWR�WHOHJUDP�VW\OH�VHQWHQFHV�DQG�WKHUHIRUH�LV�QRW�VXEMHFW�WR�FRQYHQWLRQDO
V\QWDFWLF�UXOHV�RI�ZHOO�IRUPHG�H[SUHVVLRQV�

E�� WKH�QHHG�IRU�HODERUDWHG�VSHFLDO�GRPDLQ�NQRZOHGJH�ZLWKLQ�D�VXSSRUWLQJ�NQRZOHGJH�EDVH�



9

During the process of syntax analysis, a rule of the underlying grammar is applied if both the syntax is
accurate and there is a semantic correlation to corresponding knowledge in a knowledge base. In the case
of medical findings the telegram style does not allow a complete verification of the syntax. Nevertheless,
the idea to couple syntax and semantic analysis remains fruitful. In the processing of medical document
abstracts analyzing the syntax serves as a stronger filtering mechanism.

A further problem addresses the intensive use of vague linguistic notions in medical terminology. It is
plausible to use our special knowledge representation formalism to handle this kind of vague knowledge.
7KH�DQDO\VLV�RI�PHGLFDO�WH[WV�LV�GRQH�E\�XVLQJ�WKH�IRUPDOLVP�DV�IROORZV��0HGLFDO�VWDWHPHQWV�RI�DQ�DEVWUDFW
DUH�WUDQVODWHG�LQWR�$%R[�REMHFWV�ZLWKLQ�D�FRPSRQHQW�IRU�PHGLFDO�WHUPLQRORJ\�SURFHVVLQJ��)RU�H[DPSOH�
GHVFULSWLRQV� OLNH� µVOLJKW� HORQJDWLRQ� RI� WKH� OLYHU¶� DUH� WUDQVIRUPHG� LQWR� DQ�$%R[� LQVWDQFH� RI� WKH� JHQHUDO
FRQFHSW�liver�FRQQHFWHG�ZLWK�WKH�FRUUHVSRQGLQJ�PRGLILHG�IHDWXUH�6/,*+7�(/21*$7,21��ZKHUH�6/,*+7�LV
GHILQHG�LQ�WKH�9%R[�

4.2.2� A Knowledge-Based Measure of Similarity
The degree of similarity of two ABoxes can be computed by comparing the features connected with a
concept c and the matching roles in each box. First of all, the major steps to compare single constructs
from each Abox are described. Then a measure for computing the degree of similarity of the two ABoxes,
representing the abstracts, will be presented briefly. This measure delivers the values for the necessary
similarity matrix.

Vague features, represented as fuzzy sets, can be compared using a reciprocal fuzzy measure of
inclusion, such as

incl(A,B) =def inf{min(1,1–A(x)+B(x)) | x ∈ U}

for arbitrary fuzzy sets A and B, defined on universe U. The measure of equality of two vague
attributes F1 and F2 may then be defined as

F1 ≈ F2 =def  incl(F1,F2) etf  incl (F2,F1),

where etf denotes a fuzzy conjunction. The choice of this measure is not compelling, other measures of
equality based on fuzzy connectives can be used. Which of these are suitable in a concrete modelling task
cannot be decided a priori. Figure 6 illustrates two fuzzy sets representing vague features which share
some objects to a certain degree and therefore can be regarded as similar to a certain degree.

Figure 6:  Fuzzy sets representing similar vague features

Note that besides comparing attributes, i.e. vague features, and roles it is possible to measure the
similarity of concepts itself. Using the definition of concepts from the knowledge base the subsumption
relations of the conceptual knowledge can be computed which will produce a “vague” subsumption
network with the edges between concepts being weighted to their degree of similarity (cf. [38]).
Concepts, e.g. lymphoma (tumour attacking the lymph gland), can be described by introducing their
specific (possibly vague) characteristics. Thus, lymphoma could be characterised by their degree of
malignity and histological and cytological criteria. A simple definition of the concept “tumour” could be
given as follows:

tumour := lump  restrict (degree_of_malignity, high).

1

0
0 50 100

age

more or less  old

middle-aged
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This leads to a point where certain concepts are recognized as more similar than others. Figure 7
visualizes the numerical similarity value between different concepts. Note, that the semantics underlying
this hierarchy are in some way different from networks displaying an ‘is-a’ hierarchy.

Figure 7: Vague network of concepts

Now pairs of objects have to be compared. Obviously, in our simple example we have pairs like
HAS_INTENSITY (RISK*, HIGH) − HAS_INTENSITY (RISK*, LOW) or AGED (PATIENT*, YOUNG) − AGED

(PATIENT*, OLD), which can be compared using the ideas shown above. In order to get a single degree of
similarity, denoted by α with α ∈ [0,1], the following procedure has to be applied: Let Bmax =def min(|A1|,
|A2|) denote the maximal number of comparable constructs, i.e. concepts which have a semantic relation,
where |Ai| denotes the cardinality of ABox Ai. Choose the ABox with minimal cardinality, say A1. For 1 ≤
i ≤ Bmax choose construct �

L
κ  from ABox A1 and choose a comparable construct for �

L
κ , say �

L
κ . Then,

compute the degree of similarity for �

L
κ  and 

L
κ , denoted by αi, and if there is no matching construct, set

αi =def 0, respectively. The degree of similarity of Ai and A2, i.e. the similarity of the related abstracts, is
defined as

α� GHI�
_�__�PD[�_

��
$$

L∑α
�

By applying this procedure to every pair of abstracts, we obtain a similarity matrix for the abstracts in
the database. The advantage of this knowledge based comparison is that the resulting degree of similarity
is more comprehensible for the user than a pure heuristic measure. There are several approaches, cf. [15],
which use semantic networks as a basis for comparison. Although the loss of the ability to compare
concepts in a semantic way is a drawback, the basic concepts proposed here can be combined with those
heuristic methods working on semantic networks. Thus, an expressive measure of similarity can be
achieved which can now directly be used to calculate a matrix of similarity as a basis for clustering the
documents regarding to their semantic resemblance. This matrix represents the overall similarity of each
pair of documents abstracts.

5� Calculating a Semantic Space of Documents

Up to now we have analysed the document collection regarding its semantics. This step’s result was a
matrix of similarity values for each pair of documents. The next goal is to analyse and visualize the
inherent structure of the collection provided by the similarity information. The interface between the two
logical components of the framework is a semantic space of documents, i.e. a multi-dimensional space
where the similarity information of the document collection is encoded (cf. section 3).

This space can be generated by discovering the spatial structure of the similarity information, i.e. each
object (document) of the collection is mapped to a point in an m-dimensional space preserving the
similarity information as good as possible. Indeed, this is exactly the task of metric Multi-Dimensional
Scaling (MDS) [37]. In MDS, the objects are mapped into m-space minimizing the relative error of the
distances in m-space regarding the ‘true’ distances of the objects (figure 8). Thus, the similarity values s
have to be transformed into distance values d. In cases where the similarity values fall into a predefined
range with a fixed maximal similarity value smax a linear conversion can be chosen, e.g. d =def smax– s. Some
retrieval functions calculate similarity values where no maximal value is defined. In these cases a
nonlinear inversion transformation like d =def b

–s
 for some fixed b > 1 has to be applied (cf. [6]).

There are several algorithms for MDS. The basic method is described in [21]. It is important to note
that MDS does not require the distances between object to respect the triangular inequality since it

lump

cysttumour

0.7
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minimizes the error between given distances and distances of mapped objects. In [11] a method different
from MDS is introduced which performs the mapping in linear time with still satisfactory results if the
distance measure used satisfies the properties of a metric. This algorithm was used in our case study
presented in section 7 of this paper.

Calculating this semantic space of documents may be useful even when the documents themselves are
indexed using real-valued weight vectors. In this case MDS serves as a dimensionality reduction of the
document space.

Figure 8: Mapping objects into m-space based on their distances

6� Analysing the Structure of the Document Space

The goal of this work is to detect the inherent semantic structure of a specialized document collection. At
this point we have generated a semantic space of documents which reflects the document similarities.
This space serves as the input to the next logical component of the structuring model, concerned with
analysing the structure of the collection, which is performed by a cluster analysis method.

The task of a cluster analysis is to divide a set of multidimensional objects – here representing the
documents – into groups of similar objects, where the objects in each group are as similar as possible and
the overall dissimilarity of groups is as distinct as possible [10]. In general, it has to be assumed that there
is no further information about a pre-classification of documents. In particular, the number of document
groups, their arrangement or naming is not known. This leads to the application of unsupervised learning
methods. In this work we use the neural network approach of Kohonen’s self-organizing feature maps
(SOFM) [18, 19], which will be explained in the next section.

There are three reasons why we use this approach for analysing and visualizing the semantic structure
of the document collection (cf. [3]): First, SOFMs map high dimensional feature vectors into two
dimensions without losing too much topological information. Second, we can apply a very expressive
visualization technique which is based on SOFMs and leads to the semantic map of documents proposed
in section 2. The third reason concerns an extended retrieval feature: The generalization property of the
neural model allows the association of a priori unknown input vectors in a useful manner. This means
that documents which are mapped to the semantic document space but were not used during the set up of
the document map can be associated with their appropriate group. Thus, new documents can be fed into
the structure without re-training the map or can serve as prototype objects to identify relevant groups in
the map.

Self-Organizing Feature Maps

The idea of using Kohonen’s feature maps is that they order the document representatives from the space
IR m according to their similarity in two dimensions. This arrangement is realized in a self-organizing
manner and preserves the distance relationships between the input patterns as good as possible.

The architecture of the neural network is as follows: The model consists of one layer of active units
which are disposed in a two dimensional grid without being connected with each other. Each unit i in the
grid is linked with all m units of the input layer by means of m weighted edges (figure 9), formally
realized by a weight vector wi. Initially, random numbers are assigned to the components of this weight
vector. The output function calculated by each unit i at the position (i1,i2) in the grid measures the distance
ηi(x, wi) between the input pattern x and the unit’s weight vector wi, for example the Euclidian distance.

      a      b      c

a          1.41   3

b                  2.24 b

a

c
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Figure 9: Architecture of SOFMs

The training of the network is unsupervised, i.e. there are no external signals which are used for
“teaching” the SOFM. During the learning process, a single unit will be determined for each object vector
x at each time, where the unit's vector wi is most similar to x. Such a winning unit is called the cluster
center of the considered object vector. The weight vector of the cluster center and the weight vectors of
units in a certain surrounding, defined by a neighborhood function, now are shifted towards the input
vector. The amount of shifting depends on a learning rate, the difference between wi and x and the unit’s
position in the area surrounding the cluster center. Both, learning rate and the size of the area defined by
the neighborhood function decrease in time.

The major advantage of the SOFM is gained by the observation that after the learning process the
relative positions of different cluster centers towards each other in the grid show the similarity between
corresponding object vectors. Furthermore, the positions of all weight vectors wi are ordered in the grid
according to their similarity. Therefore we can expect that the cluster centers are arranged in the same
regions of the grid, if the corresponding object vectors form clusters in the input space. Thus, the SOFM
has “learned” the structure of the semantic document space. For interpreting the feature map it has to be
detected to which areas the input patterns used for training, i.e. the object vectors representing the
documents, have been mapped. But without knowledge about cluster membership of the object vectors it
is difficult to identify those regions in the grid. This problem will be solved in the following section.

Visualizing the Structure of the Semantic Document Space

In [34] a graphical method for visualizing the information encoded in the neural network is introduced
which directly uses the topological properties of SOFMs. For each grid point i = (i1, i2) a value is
calculated which exhibits the greatest similarity of the weight vector wi of unit i and all object vectors x1,
x2, ..., xn from the training set according to

P[i
1
][i

2
] =

def
 min

1≤k≤ n
{η

i
(x

k
,w

i
)}.

The resulting matrix P reflects the density of the document space which is encoded in the weight
vectors wi of the trained SOFM: Units in the grid with weight vectors which are rather dissimilar to all
vectors from the input space were trained rarely according to the learning algorithm. Those weight
vectors represent the “empty space” between document clusters. In contrast, clusters of similar input
patterns lead to a more intensive training of a particular region in the grid. The weight vectors in these
regions can be expected to be close to each other and their minimal distance to the input patterns will be
rather low. Thus, high values in P separate regions of similar objects. A deeper theoretical discussion
regarding the density of weights and object vectors can be found in [19, 31].

The information provided by the matrix P can be visualized by assigning a shade of grey to the values
in P: Using a linear function that maps the minimum value to white and the maximum value to black it is
possible to visually detect regions of similar documents. These regions will be displayed as bright shaded
areas, separated by dark shades corresponding to large numbers in P.

Other graphical approaches for visualizing the information provided by the SOM (cf. [16, 20, 41])
display the distances between the weight vectors wi of neighboring units. The results received in this way
are comparable to the one gained by the P-matrix, if most of the weight vectors wi are very similar or

output:

distance ηi(x,wi)

between x and wi

cluster centre

of object vector x:

unit with minimal ηi(x,wi)

input: x ∈ IRm

(object vectors)

wi1 wim
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almost equal to the object vectors. In contrast, P still provides good results, if the vectors wi are uniformly
distributed in those subspaces of the input space which correspond to the clusters to be discovered.

Figure 10: Assigning shades of grey to the values in P (illustration courtesy of S. Sklorz). High values in P separate
regions of similar documents.

The final task is to mark the places in the map where the documents of the collection belong to.
Therefore, the unit of the neural network representing a particular document has to be identified. This is
done by determining the unit in the grid associated with the weight vector which is most similar to the
vector from the semantic document space which represents the document. The corresponding position in
the map can now be colored and inscribed by the document title or a short document summary.

Figure 11 illustrates the visualization of a simple two-dimensional document space. The SOFM maps
the document representatives to the grid by optimizing their relative positions. It is important to note that
the distances on the map do not represent the absolute value of the documents’ dissimilarity. Rather, the
‘document landscape’ gives an impression of the global document relationships within the collection.

Figure 11: The document map presents the global relationship of the documents.

7� Case Study: A Semantic Map of Use Cases

As pointed out at the beginning of section 4.1 a semantic structuring of use cases can support the
requirements engineers in a complex requirements analysis task: The ‘use cases landscape’ helps to learn
more about relationships between modules even beyond the structures predefined by the engineers. To
assess the benefits of a semantic structuring in a real project environment the methods presented here
were applied to the CAPE-OPEN project. CAPE-OPEN defines standards for chemical process
engineering simulators. Therefore, use cases are used to describe the functionality of simulator objects.
The next sections describe the parameters of a semantic structuring of use cases, present the results and
discuss the quality of the automatically derived structures.

Experimental Setting

Within the CAPE-OPEN project 158 use cases were designed. For gaining a semantic structuring the
complete documents were indexed using the vector space model. The indexing vocabulary was gained by
eliminating stopwords from the texts and stemming the remaining terms (cf. section 4.1). Besides using
the SMART indexing model simple term histograms were used and all description vectors were
normalized. The similarity functions used were the cosine measure and a measure based on the Euclidian
distance of the vectors. Both indexing types and similarity measures led to good results, but normalized
term histograms in conjunction with the cosine measure of similarity produced the clearest structures.

d
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For calculating the semantic space of documents the method presented in [11] was applied (cf. section 5).
The document maps were generated using the MIDAS data mining system [13]. This tool uses a self-
organizing feature map for detecting structures of feature patterns and realizes the visualization method
based on the P-matrix (cf. section 6). The document landscapes presented next were obtained using
normalized term histogram vectors and the cosine measure of similarity.

Some Results

Figure 12 shows a semantic map of use cases which was automatically generated. Only the document
titles were assigned manually due to the limited features of the early system prototype. Looking at the
‘use case landscape’ the user can identify four major areas, each of which is subdivided into smaller areas
containing sub-groups of documents. Zooming into the marked group leads to an area of use cases
describing physical processing unit operations. Whereas the inscribed documents at the top are concerned
with calculation matters the sub-group below deals with handling ‘unit’ software objects.

Figure 12: Use case landscape. The detail shows a part of the ‘Unit’ use case group.

Concerning the quality of the structure it turns out that the automatically derived use case landscape
rather faithfully reconstructs the a priori structure shown in figure 14. Furthermore, it provides additional
information about the relationship of sub-groups. Figure 13 presents the map of use cases where the
document representatives are marked by an icon which identifies the sub-group the document belongs to.
It can be recognized that the group of ‘solver’ use cases is more similar to the use cases describing
physical processing ‘units’ than the ‘solver’ use cases are to the ‘GAT’ use cases describing a graph
analysis tool. Moreover, single use cases from the sub-groups are related to each other in a more detailed
manner than shown by the predefined hierarchy.

8� Conclusion and Future Work

A modular approach for gaining a semantic structuring of specialized document collections was proposed.
On the one hand, this framework allows the incorporation of different retrieval models for generating
high-quality similarity values for documents. On the other hand, it offers the possibility to apply varying
methods of structure analysis and visualization techniques depending on the requirements of a certain
application context.

The benefit of semantic structuring itself is twofold: It serves as an information retrieval paradigm as
well as a support for analysing textual knowledge sources. A case study has shown the usability and
quality of a semantic document map.

In our future research we will examine the requirements of more specialized document collections
deeper. Among the considered collections are technical manuals and management documents. An
important topic is to combine meta-rules for structuring, further background knowledge and statistic
retrieval models, so that different types of technical documents with different levels of ‘knowledge
intensity’ can be captured in a dynamic model.

Compute Unit Derivatives
Unit Provides Initial Estimates
Unit Requests Solutuion of Unit Equations
Unit Defines Linear Equations to be solved
Unit Defines Non
Unit Defines DAE’s to be solved
Unit Interrupts Calculations
Unit Resumes Calculations
Perturb Unit

Save Unit
Restore Unit
Set Unit Specific Data
Retrieve Flowsheet
Create Unit
Delete Unit
Delete Unit From Flowsheet
Delete Existing Port
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Figure 13: Landscape of use cases, marked by their group membership in the a priori structure.

Figure 14: A priori structure of the use cases.
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